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Motivation for this Work: Computational Systems Biology

• Cells process signals
• Take decisions such as 

– Change of metabolism
– Cell differentiation
– Replication, cell division
– Moving
– Apoptosis 

• Control the execution of those processes
Programs? Information encoded in molecular concentrations, Chemical Reaction Networks (CRNs) [Feinberg 1977]

• Analog computation with proteins: continuous concentration levels, continuous time, CRN interpreted by ODE
• Analog programs defined by (digital) gene expression through the presence or not of gene encoded proteins
Systems Biology: model cell processes with CRNs, understand natural CRN programs and their function
Synthetic Biology: design CRNs to implement particular functions (in reactors, artificial vesicles or cells).
Turing completeness theorem [F., Le Guludec, Bournez, Pouly, CMSB 2017] Any computable real function can be 
computed by an elementary CRN (mass action law reactions with at most 2 reactants) with ODE interpretation.
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1. Chemical Reaction Networks as a programming language
– Syntax: reactions with rate functions
– Hierarchy of semantics: continuous ODE, stochastic CTMC, Petri Net, asynchronous Boolean transition system

2. Learning protocol for inferring CRNs from time series data
– Example of videomicroscopy data
– Simulation traces obtained from a hidden CRN

3. Global approach: SINDy non-linear regression algorithm for learning ODE models
– Failures on simple simulation examples

4. Local approach: Reactmine stochastic search algorithm for learning CRN models
– Results on simulation examples

5. Sufficient conditions for the correctness of SINDy Lasso regression

6. Conclusion and on-going work

Outline of my Talk
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1. CRN Syntax 

Let 𝑆 = 𝑥!, … , 𝑥"  be a finite set of molecular species.

Def. A reaction is a quadruple (𝑅, 𝐼, 𝑃, 𝑓),	also noted 𝑅 / 𝐼 →
#
𝑃

where 𝑅 (resp. 𝐼, 𝑃) is a multiset of reactant species (resp. inhibitors, products) 
and 𝑓:ℝ$" → ℝ$ is a rate function (kinetic expression).
• Multisets are represented by linear expressions with integer stoichiometric coefficients
• A reaction catalyst is a molecular species that is both a reactant and a product (can also be an inhibitor).

E.g. reactions with
• Mass action law kinetics 

• Michaelis-Menten kinetics

• Hill kinetics

• Negative Hill kinetics 
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Well-formed Reactions

Def. A reaction 𝑅, 𝐼, 𝑃, 𝑓 is well-formed if 
• 𝑓:ℝ$" → ℝ$ is a partially differentiable function

• 𝑥% ∈ 𝑅 if and only if &#
&'!

𝑥 > 0 for some value 𝑥 ∈ ℝ$"

• 𝑥% ∈ 𝐼 if and only if &#
&'!

𝑥 < 0 for some value 𝑥 ∈ ℝ$" .

Def. A reaction is strict if 𝑅 𝑥% > 0 implies 𝑓 𝑥!, . . . , 𝑥" = 0 whenever 𝑥% = 0.

Prop. The ODE associated to a well-formed and strict reaction system (CRN) defines a positive system.

F.,  Gay,  Soliman. Inferring Reaction Systems from Ordinary Differential Equations. Theoretical Computer Science, 599:64–78, 2015.
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Hypergraph Structure of a Reaction System

Standard representation of a hypergraph by a bipartite species/reaction graph.
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CRN Semantics

One given reaction system 𝑅- , 𝐼- , 𝑃- , 𝑓- -∈+ can be interpreted in different formalisms:

• Continuous interpretation by ordinary differential equations (ODE) on 𝑥 ∈ ℝ!"

𝑑𝑥#
𝑑𝑡 = '

$∈&'(

(𝑃$ 𝑥# − 𝑅$(𝑥#)). 𝑓$(𝑥)

• Stochastic interpretation by continuous-time Markov chain (CTMC) 𝑥 ∈ ℕ!"

𝑥
)*'", ,-

." )
∑."! )

,0-1),(
3

∑."! )
)

𝑥 − 𝑅$ + 𝑃$

• Rate-independent non-deterministic discrete interpretation by Petri Net (PN) 𝑥 ∈ ℕ!"

𝑥
)*'" 𝑥 − 𝑅$ + 𝑃$

• Rate-independent asynchronous Boolean state transition interpretation 𝑥 ∈ ℬ"

𝑥
)*'", )56" 𝑥7 with (𝑥 ∧ ¬𝑅$) ∨ 𝑃$ ≤ 𝑥7 ≤ 𝑥 ∨ 𝑃$
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Hierarchy of Semantics

CTMC traces

ODE traces
Petri net traces

Boolean traces

Thm. (approximation   ) [Gillespie 1971 Kurtz 1978, 1992] When the    
volume tends to infinity the ODE trace approximates the 
mean stochastic trace   

Thm. (equality) [Buscemi Fages CMSB 2024]  Under graphical 
conditions on the ancestors of polymolecular reactions, 
the ODE trajectory equals the mean stochastic trace. 

Reaction set
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Thm. (abstract interpretation    ) Galois connections 
between the domains of syntactical, stochastic, 
Petri net and Boolean trace semantics  

Fages, Soliman. Abstract Interpretation and Types for Systems Biology. 

Theoretical Computer Science, 403(1):52–70, 2008.

Animal model Synthetic microreactor

http://dx.doi.org/10.1016/j.tcs.2008.04.024


Compiling Cosine(time) in BIOCHAM
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biocham: compile_from_expression(cos,time,f).      ODE:
initial_state(f_p=1).
MA(1.0) for f_p => A_m+ f_p.
MA(1.0) for f_m => A_p + f_m. 
MA(1.0) for A_p => A_p + f_p. 
MA(1.0) for A_m => A_m + f_m. 
MA(fast) for f_m + f_p => _. 
MA(fast) for A_m + A_p => _. 

ODE simulation (for CRN design)                              Stochastic CTMC simulation (for CRN testing)

http://localhost:8888/notebooks/library/examples/cmsb_2017/cosine.ipynb


2. Single Cell Videomicroscopy Data (67 cells during 48h)
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Pauline Traynard, Céline Feillet, Sylvain Soliman, Franck Delaunay, F-
Model-based Investigation of the Circadian Clock and Cell Cycle Coupling in 
Mouse Embryonic Fibroblasts: Prediction of RevErb-alpha Up-Regulation 
during Mitosis. Biosystem , 149:59–69, 2016.

• Markers of cell cycle and circadian clock
• Single “wild type” trace of single cells
• Noisy data, statistical analysis, clustering
• Unexpected entrainment of the circadian clock 

by the cell cycle at different FBS in NIH3T3 fibro.
CRN model built from previous models of cell cycle 
and circadian clock and fitted to the data.



Kinetic Model Learning Protocols from Time Series Data

Input:
• Vector of 𝑚 observed variables 𝑥⃗ = (𝑥!, … , 𝑥/) including time 𝑥!
• Set of 𝑛 observed transitions 𝑥!, 𝑦! , … , 𝑥0, 𝑦0

1. Either one single trace from one single initial state 𝑥!, 𝑦! , 𝑦!, 𝑦" , … , 𝑦#$!, 𝑦#
2. Or multiple traces from multiple initial states 
3. Possibly branching traces, e.g. 𝑥%, 𝑦& , 𝑥%, 𝑦'

Output:
• Kinetic model of interactions between the observed variables (no latent variable)

1. Either a deterministic ODE model ̇𝑥% = 𝑓% 𝑥⃗ %(!
)

2. Or CRN model 𝑅% →*! 𝑃% %(!+  interpreted by det. ODE, non-det. CTMC, Petri net or Boolean semantics.

3. Particular case of influence model with forces 𝑥&! →
*! 𝑥&! + 𝑥'! %(!

,
𝑥&! + 𝑥'! →

*! 𝑥&! %(,-!
)

• Reproducing the input traces by simulation 
• Plus generalizing them for different initial states
• Infering an explainable non-overfitted sparse model with few reactions, i.e. 𝑓% ‘s made of few terms.
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3. Global Approach, e.g. SINDy Sparse Regression Algorithm

Brunton, S. L., Proctor, J. L., and Kutz, J. N. (2016). Discovering governing equations from data by sparse identification of nonlinear dynamical systems. Proceedings 
of the National Academy of Sciences, pages 3932–3937. 

Reconstructs an ODE system from transition traces, as weighted sums of library functions
(e.g. monomials of degree at most 2, i.e. mass action law kinetics for reactions with at most 2 reactants)

SINDy approximates the observed velocities and ensures sparsity by minimizing the sum of absolute values 
(Lasso regression) with one single hyperparameter 𝜆
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Failures of SINDy on one Single Trace from Simple Reactions
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Failure of SINDy on MAPK single simulation trace
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4. Local Approach: Reactmine Search Algorithm
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1) Sequential inference of 
• reactions with kinetics (e.g. mass 

action kinetics at most two reactants)
• on some transition support where the 

preponderant changes can be paired 
in one preponderant reaction.

• ranked by kinetics of lowest variance.
• trace update by subtraction of the  

inferred reaction
2) Final global parameter re-optimization



At each node of the search tree with bounded depth ≤ 𝛾 (i.e. maximum number of reactions to infer)

1) For each observed transition infer a reaction skeleton on concentration changes with highest velocities

with velocity ratio ≤ 𝛿 ≤ 𝛿123

2) Rank reaction candidates (𝑘, 𝑅, 𝑃) according to kinetic variance ≤ 𝛼 

    on their supporting transitions

3) Create successor nodes for ≤ 𝛽 best kinetic variance candidates and subtract reaction effect on the trace

4) Finally, optimize the inferred kinetic parameters on the whole trace

Four parameters: 𝛾, 𝛿123, 𝛼, 𝛽.	

Reactmine: Variance-based Search Algorithm
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Computational Complexity of Reactmine
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4 hyperparameters 𝛼, 𝛽, 𝛾, 𝛿/4'

𝑛 species, 𝑚 observed transitions.



Results of Reactmine and SINDy on MAPK cell signaling CRN
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• Reactmine succeeds in reproducing traces with algebraically equivalent reactions and 1 approximation
• SINDy fails not only on sparsity but also on reproducing simulation traces. 



Results of Reactmine on Videomicrosopy Data
Discovery of G2àRev and G1àG2 as influences with max mean effect
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For each sample, 

For 𝜆 = 0,  if 𝑋0 of full rank we have a closed form solution  G𝛽 = 𝑋05𝑋0 6!𝑋05𝑌0
 
Let 𝑋0 1 , 𝑋0 (2) be the columns of 𝑋0 multiplied by non-zero/zero 𝛽 coefficients and 𝐶0 = !

0
𝑋0𝑋05

      relevant/irrelevant
The Strong irrepresentable Condition is given by:
expresses low correlations between the predictors in the model and not in the model

5. Correctness of Lasso Regression [Yu Zhao 2006] 

Theorem [Yu Zhao 2006] Sufficient condition for correctness of Lasso model selection with exp rate in 𝑛
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Multi-traces on a Combinatorics of Initial Conditions
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Graphical Conditions for Correctness of Lasso Regression

Bordeaux 2024

Proposition

Proof

for large enough 𝑛

Theorem   
Type 1 CRN: Atmost One Reactant per Reaction on Multitraces with 1 Non-zero



Type 2 CRN: At most 2 Reactants per Reaction
on Multitraces with 2 Non-zero Initial Conditions

Multitraces with at most two non-zero initial conditions

Non-sparse covariance matrix
Yu & Zhao’s correctness condition may be not satisfied
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SINDy on Multiple Traces with 2 Non-zero Initial Conditions 
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Conclusion

Global approaches such as SINDy, using sparse regressions such as LASSO, are correct if the library terms 
are uncorrelated [You Zhao 2006]
• Theorem: conditions satisfied for at most monoreactant systems (e.g. positive influence systems),                    

on data about the first transitions observed from many initial states with one non 0 variable
• First transitions observed from many initial states with few non-zero values are more informative        

already seen for PAC learning of Boolean influence models [Carcano Fages Soliman CMSB 2017]

• Multitraces from sparse initial states improve results but are unrealistic in biology

Local approaches such as Reactmine search for preponderant reactions in some supporting transitions
• Single trace multireactant experiments: successes on synthetic time series over a few variables
• Absence of inference of  latent variables is a strong limitation
• Limited to deterministic ODE-CRN dynamics
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Future Work on Reactmine

• Periodic reoptimization of the kinetic parameters of inferred reactions rather than final reoptimization ?

• Use beam search (i.e. A* with bounded frontier) to scale up beyond 7 reactions?

• Infer latent variables on contradictory (non-deterministic) transitions?
– Videomicroscopy data are limited to a few markers
– Latent variables are thus needed in the CRN model to reproduce the traces

• Consider stochastic interpretation of CRN (Continuous Time Markov Chain semantics)?
– To infer CRN models of branching processes
– E.g. infer model of cell differentiation from RNAseq data
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Reactmine Computation Times with Hyperparameter Gridsearch
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