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Open-ended and autonomous development 
in individuals: curiosity and language



The child as an autotelic sense-making organism: 
Exploring to make good predictive models of the world and control it!
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Autotelic agents (IMGEP algorithmic framework)

Colas, Karch, Moulin-Frier, Oudeyer (2022) Autotelic agents with Intrinsically motivated goal-conditioned reinforcement learning: a short survey. 
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Curiosity-driven autotelic robots

https://www.youtube.com/watch?v=NOLAwD4ZTW0
Forestier, Portelas, Mollard, Oudeyer (2022) Intrinsically Motivated Goal Exploration Processes with Automatic Curriculum Learning, JMLR
https://www.jmlr.org/papers/volume23/21-0808/21-0808.pdf

mailto:https://www.youtube.com/watch?v=NOLAwD4ZTW0
https://www.jmlr.org/papers/volume23/21-0808/21-0808.pdf
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https://www.science.org/doi/pdf/10.1126/sciadv.aay4237

https://www.science.org/doi/pdf/10.1126/sciadv.aay4237


Automatized robot experiments

9

• 8 experiments running in parallel
• Specialized and stationary working stations
• Oils and surfactant handled separately



Limit: hand defined single goal space



Neurips 2024



Python Programming Puzzles (P3)

Problem to solve and test function 
(test units) return True/False
True: correct solution,
False: incorrect solution



Python Programming Puzzles (P3)

Problem to solve and test function 
(test units) return True/False
True: correct solution,
False: incorrect solution

Solution function
return a solution



Python Programming Puzzles (P3)

Problem to solve and test function 
(test units) return True/False
True: correct solution,
False: incorrect solution

Solution function
return a solution

Check syntax of the puzzle and 
correctness



Quality-Diversity algorithms (MAP Elites,...) as particular IMGEPs

Lehman, J., Gordon, J., Jain, S., Ndousse, K., Yeh, C., & Stanley, K. O. (2023). Evolution through large models. 
In Handbook of Evolutionary Machine Learning (pp. 331-366). Singapore: Springer Nature Singapore.
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Map elite dimension
discretize the map into 
Niches
Niches are defined by 
their coordinate

sample one 
niche

How to maximize diversity given limited 
resources? Targeting new goals

Quality-Diversity algorithms (MAP Elites,...) as particular IMGEPs

Random LLM-driven 
mutation

What descriptor can we use for P3 ?
Semantic descriptors (recursion, set operations, …)
What quality measure can we use for P3 ?
Difficulty as measured by an external LLM solver



Our proposed approach 

coordinate of a niche described by a 
combination of skills
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Quality-Diversity metrics

(higher is better)

Niches Filled Average Pairwise Distance in embedding space
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Automatic benchmark generator
Dataset

Greedy pass@1 scores for various models on multiple datasets
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Automatic benchmark generator

correlation between pass@1 scores across all datasets, averaged over LLMs
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ACES 
generated

dataset

contaminated
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High correlation with uncontaminated 

and high quality dataset

correlation between human made 
high quality benchmark≈



Conclusion

● We proposed a new algorithm to generate a diverse set of difficult puzzle

● Archive generated by our method seems to be the most diverse (given our diversity metrics)

● ACES seems promising as an Automatic benchmark generator (high correlation with latest 

human made dataset) 



LLM-based Autotelic Agents in text worlds



Augmenting Autotelic Agents with LLMs 

Colas, Teodorescu, Côté, Yuan and Oudeyer, in review
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